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Questions. In total 9 points.

a) (1 point) For the OLS estimator \( \hat{\beta} \) and the five assumptions

**Assumption 1:** \( \text{rank}(X) = k + 1. \)

**Assumption 2:** A linear population regression equation,
\[ y = X\beta + u, \]
for which the variables in \( X \) are random variables.

**Assumption 3:** Strict exogeneity \( E(u \mid X) = 0. \)

**Assumption 4:** The error terms are homoskedastic and they are
indpendently distributed \( E(uu' \mid X) = \sigma_u^2 I_n. \)

**Assumption 5:** \( u \mid X \sim Normal(0, \sigma_u^2 I_n), \) an \( n \)-dimensional multivariate normal
distribution with expected value \( 0 \) and covariance matrix \( \sigma_u^2 I_n. \)

**Question:** could you please derive the test statistic for
\[ R\beta = r \]

\( R: q \times (k+1) \) matrix, which can be used for testing. \( r \) is a \( q \)-dimensional vector \( (q \) is the number of restrictions)

Please make clear how the assumptions are used.

**Question:** Why do we emphasize that the test statistic is valid only under \( H_0? \)

b) (1 point) For a sample of size \( n \), if (what you don’t need to prove)

1. \( \frac{1}{n} X'X \xrightarrow{p} C \) for which \( C \) is finite and the inverse of \( C \) exists.
2. \( \frac{1}{\sqrt{n}} \sum_{i=1}^{n} x_i u_i \xrightarrow{d} Normal(0, \sigma_u^2 C) \)

could you please apply the Central Limit Theorem for the OLS estimator \( \hat{\beta}_n \) to derive the statistical distribution of \( \sqrt{n}(\hat{\beta}_n - \beta) \)
c) (1 point) For the linear population regression equation, \( y = X\beta + u \) for which

\[
Var(u | X) = \Psi = E(uu' | X) = \begin{pmatrix}
\sigma_1^2 & 0 & \cdots & 0 \\
0 & \sigma_2^2 & \cdots & 0 \\
\vdots & \ddots & \ddots & \vdots \\
0 & \cdots & \cdots & \sigma_n^2
\end{pmatrix}
\]

and

\[
Var(\hat{\beta} | X) = (X'X)^{-1}X'\Psi X(X'X)^{-1}
\]

could you please derive the estimation procedure for robust standard errors? What are the assumptions?

d) (1 point) For the loss function \( L(\beta) = (y - X\beta)'\Theta(y - X\beta) \), for which \( \Theta \) is an \( nxn \) matrix, please derive the corresponding estimator \( \hat{\beta} \) and demonstrate that \( L(\beta) \) attains a minimum at \( \hat{\beta} \). Can the estimator be characterized as a GLS estimator? Please motivate your answer.

e) (2 points) For the AR(2) model

\[
u_t = \rho_1u_{t-1} + \rho_2u_{t-2} + e_t \quad t = 3, \ldots, T
\]

where \( e_t \) : i.i.d. (identically and independently distributed) with \( Ee_t = 0 \); \( Var(e_t) = \sigma_e^2 \)

\( e_t \) is uncorrelated to \( u_{t-1} \) and \( u_{t-2} \)

**Question:** please derive the covariance matrix \( Var(u | X) = \Psi \). Are there any restrictions to the size of the parameters \( \rho_1 \) and \( \rho_2 \)?

f) (3 points) For the specification

\[
y_{it} = x_{it}'\beta + \alpha_i + u_{it} \quad i = 1, \ldots, n; t = 1, \ldots, T
\]

1. For a random-effects specification, please derive the matrix \( \Psi_i = Var(\alpha_i + u_{it}) \)
2. How would you test for fixed-effects estimator versus a first-differences estimator? Please derive the test statistic and outline the testing procedure. What is the zero and the alternative hypothesis?

3. Please derive the Hausman test statistic. What is the zero and the alternative hypothesis?

< end of the exam >