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This exam contains 8 subquestions (a – h)

Questions

a) After minimizing the quadratic loss function $L(\beta)$, the necessary first-order condition for the Ordinary Least Squares estimator $\hat{\beta}$ is

$$\nabla_p L(\beta) = \nabla_p y' y - \nabla_p 2y' X\beta + \nabla_p \beta' X' X\beta = 0$$

Question 1: Demonstrate that the OLS estimator $\hat{\beta}$ is a linear estimator in $y$.

Question 2: When is the OLS estimator $\hat{\beta}$ a unique estimator? Please motivate your answer.

b) For a sample of $n$ observations, a researcher wants to apply Ordinary Least Squares to estimate the regression parameters of the linear regression equation

$$\log(Wage_i) = \beta_0 + \beta_1 Edu_i + \beta_2 Exper_i + u_i \quad i = 1, ..., n$$

The researcher examines the assumptions that are required for a consistent estimator of the regression parameters of equation (1).

Question: in this setting stochastic independence plays a role in two different ways. Please explain carefully how.

c) Let’s assume that $\beta_1$ is small enough to apply the Taylor approximation

$$\log(1+x) \approx x - \frac{x^2}{2} + \frac{x^3}{3} - \frac{x^4}{4} + ... \quad \text{as} \quad x \to 0$$

By making use of the Taylor approximation, could you please mathematically derive the formal interpretation of the parameter $\beta_1$ in equation (1)?

d) The variable Experience (labour market experience in years) is distinguished in four different categories. Each of them gets a 0-1 dummy variable. The specification becomes

$$\log(Wage_i) = \beta_0 + \beta_1 Edu_i + \gamma_1 Exper1_i + \gamma_2 Exper2_i + \gamma_3 Exper3_i + u_i$$

$Exper1 = 1$ if $0 \leq Experience < 5$ years

$= 0$ otherwise

$Exper2 = 1$ if $5 \leq Experience < 10$ years

$= 0$ otherwise
Exper3 = 1 if \( 10 \leq \text{Experience} < 15 \) years
= 0 otherwise
Exper4 = 1 if \( \text{Experience} \geq 15 \) years
= 0 otherwise

Question: Please give a careful interpretation of the parameter \( \gamma_i \) in equation (2).

e) Please proof the following property. Let \( \mathbf{y} \) be an \((n \times 1)\)-dimensional random vector. \( \mathbf{A}: (m \times n) \) non-random matrix; \( \mathbf{b}: (m \times 1) \)-non-random vector. Proof that \( \text{Var} (\mathbf{A} \mathbf{y} + \mathbf{b}) = \mathbf{A} \text{Var} (\mathbf{y}) \mathbf{A}^\top \)

f) Question: by deriving the covariance matrix of the OLS estimator, show the necessary assumptions that are required for \( \text{Var}(\hat{\mathbf{\beta}} \mid \mathbf{X}) = \sigma_u^2 (\mathbf{X}^\top \mathbf{X})^{-1} \).

So, it is insufficient to mention these assumptions only without any further derivation.

g) Could you please demonstrate that the covariance matrix of the OLS estimator \( \text{Var}(\hat{\mathbf{\beta}} \mid \mathbf{X}) = \sigma_u^2 (\mathbf{X}^\top \mathbf{X})^{-1} \) is a positive definite matrix?

h) Please proof the following:
Let \( \mathbf{x}_1, \mathbf{x}_2, \ldots, \mathbf{x}_n \) be a sequence of identically and independently distributed \((k+1)\) dimensional random variables, for which \( \mathbb{E} \mathbf{x}_i \mathbf{x}_i^\top = \mathbf{C} \). \( \mathbf{C} \) is a finite matrix for which the inverse exists. It is assumed that \( \sigma_u^2 \) is known.

\textbf{Result:} \( \sigma_u^2 \left( \sum_{i=1}^{n} \mathbf{x}_i \mathbf{x}_i^\top \right)^{-1} \xrightarrow{a.s.} \mathbf{O} \) (an \((k+1) \times (k+1)\) a matrix of zeros)
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