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Questions

In the questions below – unless otherwise stated – we consider the linear regression equation

\[ y_i = \beta' x_i + u_i \quad i = 1, \ldots, n \]

for which \( y \) is the dependent variable. \( \beta \) is a \((k+1)\) dimensional column vector. \( x \) is the \((k+1)\) dimensional column vector of explanatory variables, and \( u \) is an error term. Subscript \( i \) refers to the \( i \)-th individual. \( n \) is the number of observations of the data set.

Question 1 (Chapter 7, 8)

a) The material of Chapter 7 gives the expected value of a random variable \( V \), that follows a Chi square distribution with \( n \) degrees of freedom. Thus \( V \sim \chi^2_{(n)} \)

**Question:** If \( V = (n - k - 1) \cdot \frac{\hat{\sigma}_u^2}{\sigma_u^2} \), please calculate \( E(V) \) and \( E\left( \hat{\sigma}_u^2 \right) \)

b) For the \( \hat{\beta} \), we know that \( E\left( \hat{\beta} \mid X \right) = \beta \), \( Var(\hat{\beta} \mid X) = \sigma_u^2 (X'X)^{-1} \), \( E(\mu \mid X) = 0 \) and \( Var(\mu \mid X) = \sigma_u^2 I_n \). \( \mu \mid X \) follows a multivariate Normal distribution.

**Question:** please derive the test statistic for

\[ H_0 : R\beta = r \]

\( R \): \( q \times (k+1) \) matrix, which can be used for testing.
\( r \) is a \( q \)-dimensional vector (\( q \) is the number of restrictions)

\[ H_1 : H_0 \text{ not true} \]

Please motivate your answer.

c) For

\[
\begin{pmatrix}
\hat{\beta}_0 \\
\hat{\beta}_1 \\
\hat{\beta}_2
\end{pmatrix} | \begin{pmatrix}
\text{Normal}(8, 9, 0, 0) \\
\text{Normal}(2, 0, 4, 0) \\
\text{Normal}(-1, 0, 0, 2)
\end{pmatrix}
\]

**Question:** please formulate the corresponding Chi-square statistic.
Question 2 (Chapter 9, 10)

a) Is it necessary to assume Normality of the error term $u$ to calculate the robust standard errors of the estimated OLS estimator? Please motivate your answer.

Question 3 (Chapters 11, 12)

a) Consider the second-order moving average model (the MA(2) model)

$$ u_t = e_t + \alpha_1 e_{t-1} + \alpha_2 e_{t-2} \quad t = 3, \ldots, T $$

for which the error term $e_t$ is i.i.d. (identically and independently distributed), with expected value zero and constant variance: $Ee_t = 0$ and $Var(e_t) = \sigma_e^2$.

**Question:** Could you please derive the $(T - 2) \times (T - 2)$ covariance matrix of the error terms?

b) Is the second-order moving average model (the MA(2) model) a covariance stationary model? Please explain.

c) Under which assumptions can we obtain unbiased parameter estimates of the error-correction model

$$ \Delta y_t = \alpha_0 + \alpha_1 \Delta y_{t-1} + \gamma_0 \Delta x_t + \gamma_1 \Delta x_{t-1} + \delta(y_{t-1} - \beta x_{t-1}) + \epsilon_t $$
Question 4 (Chapter 13)

a) For the linear regression equation with one explanatory variable

\[ y_i = \alpha_i + \beta_i x_{it} + u_{it} \quad i=1, \ldots, n; t=1, \ldots, T \]

Show that the within estimator and the first-differences estimator of \( \beta_i \) are equal for \( T=2 \).

Next, the following panel data model is estimated.

(1) \[ \text{wage}_{it} = \beta_0 + \beta_1 \text{hours}_{it} + \beta_2 \text{tenure}_{it} + \gamma t + v_{it}, \quad i = 1, \ldots, N; t = 1, \ldots, T \]
\[ v_{it} = \alpha_i + u_{it} \]

where \( \text{wage}_{it} \) is the logarithm of the wage rate and \( \text{hours}_{it} \) is the number of working hours per week and \( \text{tenure}_{it} \) is the years of working experience. The individual is indexed by \( i \) and the time by \( t \). The individual-specific effect (denoted by \( \alpha_i \)) and the idiosyncratic error term (\( u_{it} \)) are assumed to be independent of \( \text{hours}_{it} \) and \( \text{tenure}_{it} \). Moreover, \( \text{hours}_{it} \) and \( \text{tenure}_{it} \) are strictly exogenous.

b) The parameters of equation (1) are estimated using a pooled OLS estimator. Please show that \( v_{it} \) and \( v_{it-1} \) are correlated.

Next, we allow the random effect \( a_i \) of equation (1) to be correlated with \( \text{hours} \) and/or \( \text{tenure} \) and/or time and for this reason the model is estimated using a first difference estimator.

c) How can the \( \gamma \) of equation (1) be identified from the first-difference (FD) estimator?
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